
• Determine unit vectors every u𝑟
and 𝜆𝑟 to minimize

• Best rank-R (R > 1) 
approximation for high-order 
tensors may not exist 

• Consider orthogonal low rank 
approximation

• Including completely orthogonal 
and semi-orthogonal low rank 
approximation

• SVD is involved for the first
𝑘 − 𝜇 factors

• Polar decomposition is applied 
for last 𝜇 factors

• the generalized Rayleigh 
quotients are bounded and 
monotone increasing

• iterates globally converge to 
local minimum 
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